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II Objectives 

 
The primary focus of this study was to characterize the error produced in 
measurement of position of an object with respect to the calibrated origin by the 
OptiTrack Motion Capture System, presently installed at the Digital Control 
Laboratory, Department of Electrical Engineering, IIT Delhi and hence derive 
bounds for it. An “object” here could be anything from a static rigid/point body to 
a randomly moving rigid/point body. 

Aside from that, the various factors affecting the accuracy of the system had to be 
explored and their respective contributions to the overall error had to be 
characterized and analyzed. 

On the basis of these results we had to figure out ways to curb the overall 
positional error due to the system and suggest an optimum set-up for the system 
to be installed at a new facility for carrying out accurate experiments related to 
testing of Control Algorithms on UAVs/Quadrotors. 

The following is a Broad classification of the objectives undertaken for this study : 

o  Developing an Understanding of operation and nuances of the OptiTrack 
Motion Capture System 

o  Narrowing-in upon the factors that could possibly affect the error 
produced by the system 

o Carrying out Investigative experiments to compare the obtained readings 
with respect to the ground truth under different operating conditions to 
assess the error obtained and the effect of various factors 

o Analysis of obtained data to draw conclusive inferences 
o Check for repeatability and consistency of the system 
o Collating all the inferences to propose an optimum setup for the new 

installation and predict the bounds of error that may exist 
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III Introduction 

 
The currently installed Motion Capture System includes 8 OptiTrack Flex-13[1] 
Infrared Cameras, 6 of which are connected to a single Optihub[2] and the 
remaining 2 to the other. These Optihubs are further individually connected via 
USB to the Central computing system that runs Motive 1.10[3] which is OptiTrack’s 
official Motion Capture System and performs real-time multi-spectral data fusion 
to determine the position of the object under consideration, tracked using 
reflective markers[4] . 

  
Fig 1. SCHEMATIC DEPICTING THE CONNECTIONS FOR THE CURRENT MOTION CAPTURE SYSTEM SET-UP 
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Fig. 2A 

 

Fig. 2B 

 

Fig. 2C 

Fig. 2 A,B & C Current Set-up at the Digital Control Laboratory 

 

Based on the discussions with students who had worked with the system 
previously and by analyzing the operations and set-up instructions given in the 
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Optitrack quick start guide[5] we figured out the following parameters to be 
critically important towards the accuracy of the system : 

o Reflectivity of the capture surface 
o Light(Radiation) intensity in the capture Volume 
o Distance from the calibrated origin 
o Presence of multiple markers or the amount of masking overlay in the live 

images/data obtained. 

All further experiments to characterize the system’s error were designed, keeping 
the above parameters in mind. 

Also upon careful examination of the facts mentioned in [5] it became evident 
that the current set-up as shown in Fig. 2 A,B,&C is not an optimal utilization of 
the equipment thus the results regarding the error obtained in the system’s 
observations may improve to some extent upon alteration of the camera 
arrangement as per instructions. 

  

IV Experimentation Methodology 
The following process was adopted for determination of error under all different 
set of conditions: 

 
Fig. 3. The error determination Algorithm 

Preparation of capture 
volume as per the chosen 

conditions

Wanding, Ground plane 
setup to calibrate the 
system as per chosen 

conditions

Placement of reflective 
markers/rigid body at 
known coordinates for 

static objects

Placement at well 
determined coordinates 
followed by initiation of 

motion for objects under 
motion

Observation of postion 
returned by Motive for 

the object under 
consideration

Calculation of absolute 
errror by comparison of 

observed value with 
ground truth

Repeataion of steps 3 to 
6 to obtain multiple data 
points for better analysis
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The algorithm depicted by Figure 3 was executed for the following set of 
conditions :-  

S. No. Type of 
Object 

Nature of  
Capture 
surface 

Amount of 
lighting in 
Capture 
volume 

Dimensionality  
For error 
check 

Type of 
motion 

1 Point 
Object 

Reflective High 1D Static 

2 Point 
Object 

Reflective Low 1D Static 

3 Point 
Object 

Dark High 1D Static 

4 Point 
Object 

Dark Low 1D Static 

5 Point 
Object 

Reflective High 2D Static 

6 Point 
Object 

Reflective Low 2D Static 

7 Point 
Object 

Dark High 2D Static 

8 Point 
Object 

Dark Low 2D Static 

9 Point 
Object 

Reflective High 3D Static 

10 Point 
Object 

Reflective Low 3D Static 

11 Point 
Object 

Dark High 3D Static 

12 Point 
Object 

Dark Low 3D Static 

13 Rigid Body Reflective High 1D Static 

14 Rigid Body Reflective Low 1D Static 

15 Rigid Body Dark High 1D Static 

16 Rigid Body Dark Low 1D Static 

17 Rigid Body Reflective High 2D Static 

18 Rigid Body Reflective Low 2D Static 
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19 Rigid Body Dark High 2D Static 

20 Rigid Body Dark Low 2D Static 

21 Rigid Body Dark Low 3D Static 

22 Point 
Object 

Dark Low 3D Moving 

 

Table 1. Various Cases for Error Characterization 

Apart from these, experiments were also carried out to test the repeatability of 
this system. 

The following are glimpses of the experimental set-up for the cases mentioned in 
Table 1: 

 

Fig 4. Setting of Ground plane using the OptiTrack-set Square 

 

 

 

 

 

 

 

 

Fig. 5. Set-up for Point objects on a reflective Surface with Bright lighting in 2D 
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Fig. 6 Set-up for Point objects on a Dark surface with Bright lighting in 3D 

 

 

 

 

 

 

 

 

Fig. 7 The rigid body used for experimentation (It is ideal to have number of markers = Number of vertices of top 
face so as to avoid IR reflection amongst the markers and to ensure proper detection of the body) 

 

 

 

 

 

 

 

 

Fig. 8 Set-up for a moving Point Object in 3D on a Dark Surface with dim lighting  
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Fig. 9 Effect of Dim V/s Bright lighting conditions on the capture volume  

 

V Results Obtained 
The following results were obtained for error obtained in all the cases mentioned 
in section IV. All dimensions (including that of absolute error) are in mm.  

V.1.1 for a point object in 1D : 
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V.1.2 for a point object in 2D : 
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V.1.3. for a point object in 3D: 
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V.2.1 for a rigid body in 1D: 

 

 
V.2.2 for a rigid body in 2D: 
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V.2.3 For a rigid body in 3D placed on a “dark” surface in “dim” lighting: 

 

V.3 For a point object in motion over a “dark surface” in “dim” lighting 

These results were obtained when the motion of the set-up shown in Fig. 8 was 
captured in a single take comprising of 5859 frames at 120 FPS and the frame 
wise data along each coordinate axis was exported from Motive in “.csv” format. 
The following is a glimpse of the observed position at few frames: 
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VI Analysis and Inferences  
The data obtained in Section V was analyzed in MATLAB, leading to the following 
inferences: 

VI.1 for a point object in 1D: 

  
Fig. 10. MATLAB plot for data obtained in section V.1.1 

We can conveniently infer that: 

o Error increases as we move away from origin 
o Dark surface with dim lighting is the best operational set-up 
o The maximum absolute error for best case is 1.045 mm 
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VI.2 For a point object in 2D: 

 

 
Fig.10 Surface plots for data obtained in Section V.1.2 

 

These plots are consistent with the fact that: 

o Absolute Error increases as we move away from origin 
o Dark surface with dim lighting is the best operational set-up 
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VI.3 For a point object in 3D: 

Fig.11 Stem plots for data obtained in Section V.1.3 

These plots are also consistent with our observation of a Dark surface with dim 
lighting being the best condition for operation. 

VI. 4 for a rigid body in 1D: 

 
Fig.12  Plots for data obtained in Section V.2.1 
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We can conveniently infer that: 

o Error increases as we move away from origin 
o Dark surface with dim lighting is the best operational set-up 
o The maximum absolute error for best case is 1.33 mm 

VI.5 for a rigid body in 2D: 

 
Fig.12  Stem Plots for data obtained in Section V.2.2 

These plots are also consistent with our observation of a Dark surface with dim 
lighting being the best condition for operation. 
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VI.6 for a rigid body in 3D: 

 
Fig.13 Stem Plot for data obtained in Section V.2.3 

VI.7 for a point object in motion: 

The setup shown in Fig. 8 was set into motion in the XZ plane on a dark surface in 
dim lighting and its motion was recorded in Motive. This data was then analyzed 
in a frame-wise manner in MATLAB. 

 
Fig.14 Recorded data for motion being played and plotted dimension-wise in Motive 
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Fig.15 Plot for data obtained in section V.3 

We can conveniently infer that: 

o The system is fairly accurate as the maximum error observed for the point 
object in motion is 2.8mm 

o The system is ‘consistent’ since there are no outliers / ‘garbage’ values 
o There is negligible compounding of error as in Fig. 14 the position along Y 

remains almost constant throughout the motion which is consistent with 
actual motion. Thus whatever error is observed along Y at the point of 
initiation is carried through the motion without any change. 

VI.7. Test of repeatability: 

The system was tested for repeatability by repeating the experiment for a point 
object in 2D on a dark surface with brightly lit capture volume for the same data 
points. The following results were obtained: 
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Fig.16 Surface Plots depicting results of the repeatability test 

Upon careful observation, it becomes evident that results obtained were not 
exactly same however the trend for error values was largely similar. Also the 
change in absolute error in both the cases was <2mm. Thus the system can be 
termed “repeatable”. 

 

VI.8. Analysis of trend in error with respect to distance from origin: 

To get a better estimate of the variation in error as we move away for origin, 
determine the behavior of the system in various regions of the capture volume 
and for extrapolation of results obtained in this study we characterized the 
maximum error in various “range” of distances. The results were analyzed in 
MATLAB and the outcomes are as follows: 
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Fig.17. Analysis of absolute positional error for point object on a dark surface with dim lighting in 3D 

 
Fig.18. Analysis of Absolute positional error for a rigid body in 3D on a dark surface with dim lighting 
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From here we can conveniently conclude that: 

o The system is fairly “accurate” as the maximum absolute error in position 
obtained in this study was 1.1 cm for a rigid body and 5.99 mm for a point 
object 

o It is difficult to find a linear trend in the cumulative error with respect to 
distance, thus it can only be modelled by a non-linear function 

 
VII Analytic Extrapolation of Inferences 
The primary objective of this section of our work was to predict the error that 
might exist in a capture volume, larger than that surveyed during the course of 
this work. As inferred in section VI.8 we needed to model the error function non-
linearly therefore we performed hit and trial using various functions in MATLAB’s 
curve fitting toolbox and figured out that expression of the error function as a 
simple sinusoid yielded most plausible results. The following were the results 
obtained with 95% Confidence measure when the data obtained in section V.1.3 
was extrapolated using non-linear regression: 

Fig. 19 Curve fitting on data points so as to obtain Mathematical function for extrapolation of results (xm= distane 
from origin in m, ym = absolute error in postion(m)) 
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Therefore the equation governing the error as function of distance from the origin 
may be given by: 

 

𝑬 = 𝟎. 𝟎𝟎𝟒𝟖𝟐𝟑 × 𝐬𝐢𝐧{(𝟒. 𝟕𝟔𝟕 × 𝑿)  − 𝟏. 𝟎𝟑𝟑}    − (1) 

  

Where:  X = Absolute distance in m.                                                                                                
     E = Absolute positional error in m. 

 

 VIII Proposed laboratory set-up for future applications: 
In this section we propose a new set up for the motion capture system at a 
dedicated laboratory with respect to the following parameters: 

o Selection of appropriate capture volume and origin 
o Camera placement and mounting 
o Finishing of capture volume flooring 
o Lighting arrangement in the capture volume 
o Methods to separate the capture volume from the remaining expanse of 

the Lab without disturbing the internal operations 

VIII.1 Selection of appropriate capture volume and origin: 

 

 
   

 

 

 

 

Fig. 20 The chosen area for installation of Motion Capture System in the new Lab. Complex with the selected origin 
and coordinate axes (X,Y,Z) 
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VIII.2 Camera placement and mounting: 

As discussed in [5], all 8 cameras must be placed in a manner such that their field 
of view converges in the region which needs to be captured the most. The camera 
placement should be similar to the one shown in Fig. 21. Although the system can 
capture a volume of 7x7x2 m3 however we propose to restrict the capture volume 
to  4x4x2 m3 considering the various constraints in the Lab. Complex which has a 
ceiling height of 2.6m. Also the metallic structure mounted to support the false 
ceiling in the lab can be used to mount the cameras as per instructions given in 
[5]. 

 

  

 

 

 

 

Fig. 21 False-roof support structure that can be used for mounting 

 

 

Fig. 22 Angle system for reference 
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We propose the cameras to be placed in the following manner : 

 
Fig. 23 Proposed Camera setup 

Based on Figures 20, 21, 22 and 23 we propose the following coordinates for the 
camera mounts and angles for their Line of Sight (LOS) vectors. All distances are in 
meters and angles are in degrees.  

Camera 
Number 

X Y Z D E J 

1 0 2 0 48.1897 48.1897 109.4712 
2 2 2 0 90 26.5651 116.5651 
3 4 2 0 131.8103 48.1897 109.4712 
4 4 2 2 153.4349 90 116.5651 
5 4 2 4 131.8103 131.8103 109.4712 
6 2 2 4 90 153.4349 116.5651 
7 0 2 4 48.1897 131.8103 109.4712 
8 0 2 2 26.5651 90 116.5651 

Table 2 
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VIII.3 finishing of capture volume flooring: 

It is recommended that black rubber mats should be used to cover the flooring in 
the capture volume 

 
Fig. 24 Illustrative flooring finish and curtain separation 

 

VIII.4 lighting arrangement in Capture Volume: 

All windows within the capture volume should be covered with dark paper/ black 
curtains as shown in fig. 24 and ideally there should not be any lighting within the 
capture volume. 

VIII.5 techniques for separation of capture volume: 

It is highly recommended to use curtains as shown in fig. 24 for this purpose 
however for ease of operation from control station we may also go for the setup 
shown in fig. 25. 
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Fig. 25 separation of capture volume using translucent curtains 
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IX Conclusion 
Based on the work done in section V, VI, VII and VIII we can easily conclude the 
following: 

o The system is fairly ‘accurate’ since the maximum absolute error in position 
during this study was 1.1 cm for rigid bodies and 5.99 mm for point objects 
in a capture volume of 1x0.5x0.51 m3. 

o A dark surface having a mat finish along with least possible lighting in 
capture volume is the best condition for operation of the system 

o The system returns negligible outliers or garbage values 
o There is no compounding of error for objects under motion 
o The system is ‘consistent’ since the motion captured by the system is 

almost similar to the ground truth 
o Positional error increases along every individual axis as we move away from 

the origin however the cumulative error does not show a linear trend and is 
best modelled by equation 1. 

o  The current set-up is not an ideal set-up yet the system gives fairly 
accurate results therefor the accuracy might improve drastically once it is 
setup properly 

o Based upon the current data we can say that the maximum possible 
positional error for the proposed setup shall be ~ 4.823 mm (from equation 
1)  

To sum it up, we can say that the OptiTrack motion capture system is an excellent 
tool for motion capture and if it is installed as per the recommendations made in 
section VIII it can be of great help towards testing and analysis of Control and 
Path Planning Algorithms. 
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X Future Work 
 There is an immense amount of work that can be done in the field of Motion 
Capture Systems however we have narrowed-in upon the following key tasks that 
need to be done with existing set-up: 

o Analysis of effect of Camera focus adjustment 
o Observation of system behavior at different capture frame rates  
o Analysis of motion of an object having more than 1 degree of freedom 

Apart from this I propose the following work to be done if the project is further 
scaled: 

o Understanding the working principle of the cameras 
o Understanding the working principle of Optihub and development of a 

similar hub using discrete components 
o Analysis of raw data obtained by cameras 
o Development of an indigenous Multi-spectral Data fusion Algorithm. 
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